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Abstract

Robotic grasping has been a prevailing problem ever since humans began cre-
ating robots to execute human-like tasks. The problems are usually due to the
involvement of moving parts and sensors. Inaccuracy in sensor data usually leads
to unexpected results. Researchers have used a variety of sensors for improving
manipulation tasks in robots.

This thesis focuses speci cally on grasping unknown objects using mobile service
robots. An approach using convolutional neural networks to generate grasp points
in a scene using RGBD sensor data is proposed. Two neural networks that perform
grasp detection in a top down scenario are evaluated, enhanced and compared in
a more general scenario. Experiments are performed in a simulated environment
as well as the real world. The results are used to understand how di erence in
sensor data can a ect grasping and enhancements are made to overcome these
e ects and to optimize the solution.

This thesis is an improvement on the works of Douglas Morrison, Peter Corke and
Jurgen Leitner in their work Closing the Loop for Robotic Grasping: A Real-time,
Generative Grasp Synthesis Approach [DPJ18] and Fu-Jen Chu, Ruinian Xu and
Patricio A. Vela in their work Real-world Multi-object, Multi-grasp Detection
[FIRP18].

Declaration of Originality

Hereby | declare that this thesis is my own work and has not been submitted
in any form for another degree or diploma at any university or other institute of
tertiary education. Information derived from the published and unpublished work
of others has been acknowledged in the text and all used resources are indicated
in the list of references.

Signature Place, Date



Contents Contents
Contents

1 Introduction 4

1.1 Problem Statement . . . .. ... ... ... ... L. 4

1.2 Objective . . . . . . . . . . e 4

1.3 De nitions . . . . . . .. 5

1.4 Hardware . . . . . . . . . .. 6

15 Software . . . ... ... 6

1.6 Convolutional Neural Networks . . . . .. ... .......... 7

2 State of the Art 9

2.1 Previous Work . .. ... 9

2.2 Grasp Representation . . . .. ... ... .. .. ... . ... 11

3 Method 12

3.1 Grasping Neural Networks . . . . . .. .. .. ... ........ 12

3.1.1 Cornell Grasping Dataset . . .. ... ........... 12

3.1.2 Generative GraspingCNN . . . . .. ... ... ... ... 13

3.1.3 RCNN Multi Grasp Network . . . . .. ... ....... 14

3.2 Robot Implementation . . . .. ... ... ............. 15

3.2.1 ROS Implementation . .. ... .............. 15

3.2.2 ROS Manipulation . . . ... ... ... .. 0o 15

3.2.3 Object detection - Region Of Interest . . . .. ... ... 15

3.3 Enhancements . . ... .. .. ... .. .. ... 16

3.3.1 Approach 1 - Distinguishing Grasps based on objects . . . 16

3.3.2 Approach 2 - Using Surface normals to create grasps . . . 17

3.4 Control Flow Chart . . .. ... ... ... ... ......... 19

4 Experiments and Results 21

4.1 Evaluation and Comparison Method . . . ... .. ... ..... 21

4.2 EXperiments . . . .. . ... 22

43 Results . ... ... . 24

4.3.1 Approach 1vs Approach2 .. ............... 27

4.3.2 Generative Grasping CNN vs RCNN Multi Grasp . . . . . 28

5 Conclusion and Future Work 30

6 Appendix 31

Literature 38



1 INTRODUCTION

1 Introduction

1.1 Problem Statement

Service robots are developed and used in various indoor environments such as at
home, in hospitals, o ces and so on. In all these environments, grasping various
objects is an extremely important task. While grasping objects is an easy and rou-
tine task for human beings, it is a challenging task for robots. Many researchers
have used various techniques and on-board sensors to improve manipulation tasks
in service robots and humanoid robots. The greatest problem with grasping and
other manipulation tasks is that there are moving parts involved and these tasks
greatly depend on sensor data. Sensor data usually contains noise and inaccu-
racies. To overcome this problem to the maximum extent possible, researchers
turned to machine learning techniques which can detect patterns in sensor data
to a great extent even with the noise. In this thesis, the Orbbec Astra 3D sensor
is used and two convolutional neural networks are used to detect grasps and a few
enhancements are made in order to optimize the result. These neural networks
are evaluated and compared in a simulated environment as well as the real world.

1.2 Objective

The basic objective of this thesis is to use convolutional neural networks to de-
tect and perform grasping using a service robot. Two neural networks originally
created to detect grasps in top down scenarios are used and the performance and
quality of both these networks are evaluated and compared in a more generic
environment. Also as an enhancement, the surface normals of the grasp points
detected by both the networks are extracted and used to create generic grasp
orientations to improve the quality of the grasps. The performance is compared
again after the enhancements are implemented. The evaluation and comparison is
done on the robot’s simulation in a table top scenario using various objects. Since
the goal of the thesis is to grasp unknown objects, the objects for experimentation
are selected at random. Finally both the networks are implemented on the real
robot and the performance is compared. Since manipulation is a tedious task,
fewer objects are used for experimentation on real robot.

To perform grasping using a robot the following important factors are necessary:

Detection of ideal grasping poses (position and orientation) on the target
object in a scene.

Detection of other objects in a scene.

The arm trajectory planning to reach the valid grasp position without col-
lision.
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1.3 Definitions

Robot State The de ned con guration of all robot joints at a particular given
time.

End E ector The free end of a kinematic chain. In this case the robot gripper.

DOF The degrees of freedom of a kinematic chain. In this case the degrees of
freedom of the robot arm.

Frame A de ned co-ordinate system.

Arm Pose The desired position and orientation of the robot end e ector relative
to a de ned co-ordinate system. In this case the position of the end e ector
relative to the robot’s base frame.

Inverse Kinematics The method used to calculate the con guration of all arm
joints for a given end e ector pose.

Grasp A set of contacts on the surface of the object, the purpose of which is to
constrain the potential movements of the object in the event of external distur-
bances.

Transformations Mathematical calculations used to transform a vector or pose
from one frame to another.

Quaternion is the quotient of two directed lines in a three-dimensional space
or equivalently as the quotient of two vectors. It is used in robotics to de ne
end-e ector orientation in 3D space.

Depth Image A depth image is a representation of an image from a 3D sensor
that only consists of depth data.

Point Cloud It is a set of 3D data points in space. It consists of one point for
every pixel of the depth image.

RGB Image A RGB image is simply a regular 2D image as seen by the robot’s
camera. It consists of the colour data only.

Normal A 3D vector that is orthogonal to a point on a given plane.

Dataset A well de ned set of information that usually consists of large amounts
of data and corresponding labels that de ne an output. In robotics the dataset
usually consists of sensor data and labeled outputs based on functionality.

Neural Networks have an input layer ,an output layer and multiple hidden
layers. These networks are usually trained using a dataset to predict particular
outputs for a given input.

Training The process in which a neural network is trained using a well de ned
dataset to learn patterns and labels. It is usually a one time process performed
at the beginning during which the weights are optimized.

Validation It is the process of testing or proving the validity and accuracy of a
neural network.
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Cross Validation It is a type of validation where the dataset is split into a
training set and test set. After training, the trained model is validated using the
test set.

ROS The Robot Operating System is an open-source software platform used for
communication and commanding the robot.

ROS Nodes These are software nodes that use ROS to communicate with the
robot. Multiple ROS nodes can function simultaneously sending and receiving
data to and from the robot.

1.4 Hardware

The goal of the thesis is to implement the functionality of grasping unknown ob-
jects on a service robot. For this reason, the Tiago robot made by PAL Robotics
is used. The robot has a 7 DOF arm with the wrist having 3 DOF. This aspect of
the wrist makes it possible to have a large variety of gripper orientations. Addi-
tionally the robot has a torso which is a linear joint and is capable of translational
motion. This gives a greater region of reach-ability for the arm. The 3D sensor
mounted in the robot’s head is an Orbbec Astra RGB-D sensor. The camera
provides a 640x480 pixel RGB image, a depth image and a 3D point cloud.

1.5 Software

This section brie y covers the various packages and software used in this thesis.
The two most important software parts of this thesis are the convolutional neural
network and ROS. The convolutional neural networks are trained using tensor ow
and pytorch. Tensor ow and pytorch are platforms to build and train neural
networks. Both these platforms have their own extensive libraries for di erent
functionalities. ROS is used mostly for communication between di erent parts of
the robot. In this case ROS Manipulation package Movelt is used. This package
is used just to communicate with the robot arm to reach particular grasp poses
and grasp objects. Also the point cloud and images from the robot’s 3D sensor is
obtained using ROS. The CV Bridge package is used to convert images obtained
as ROS messages into OpenCV compatible images. OpenCV is also slightly used
in pre-processing the images to suit the needs of the neural network input layer
and for post processing the output. The PCL library is used to obtain surface
normals of the grasp points to calculate generic orientations.
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1.6 Convolutional Neural Networks

Convolutional neural networks are a type of deep neural networks that are built
for various applications to get a particular output for a given input. They are
used in cases where algorithms do not work due to noise and complications in
data. Convolutional Neural Networks are a regularized version of multilayer per-
ceptrons. Multilayer perceptrons usually mean fully connected networks, that is,
each neuron in one layer is connected to all neurons in the next layer, but this does
not mean the entire convolutional neural network is fully connected. These neu-
ral networks use a mathematical operation called convolution as indicated by the
name. A convolutional neural network may have some number of fully connected
layers and some number of convolutional layers (not fully connected). Every layer
in a convolutional neural network should have the following attributes:

Convolutional kernels de ned by width and height.

Number of input and output channels.

Depth of the Convolutional Iter (this must be equal to the number of
channels of the input feature map).

Every neuron in a convolutional neural network has an input area for a fully
connected layer, this area is the entire previous layer and for a convolutional
layer, this area is smaller than the previous layer. The input are of a neuron is
called it’s receptive eld. Neurons also are assigned a weight and bias. The weight
and bias of a neuron are called Iters and they represent a particular feature of
the input. While training a neural network, the weights and biases are usually
initialized to random default values which are the corrected during the training
process.

The functioning of a convolutional neural network during the training process has
two steps: Feed Forward and Back Propagation (Figure 1).

Feed Forward In this step the neural network initially makes some random
predictions using some given default weights.

Back Propagation In this step the neural network calculates the error in the
predictions made in the initial feed forward step using a de ned loss function and
corrects the weights. The weights are corrected by calculating the gradient of the
loss function. Then the feed forward step is repeated using the corrected weights.
This process is repeated to achieve minimum loss.
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Figure 1. Neural Network training Flow Chart

Convolutional neural networks may also include local or global pooling layers to
streamline the computation. Pooling layers reduce the dimensions of the data by
combining the outputs of neuron clusters at one layer into a single neuron in the
next layer. Local pooling acts on small clusters of neurons and global pooling acts
on all the neurons of a convolutional layer.

Convolutional neural networks can be used in many applications that consists of
a high amount of data. In robotics these networks are usually used to detect
patterns in sensor data for particular functionalities such as object detection,
grasp detection and so on. A dataset is used to train these networks. The dataset
consists of recorded sensor data for a high number of instances and a variety of
scenarios labeled with outputs. Once the training is nished, the trained model
can be used to detect outputs from the same kind of input data present in the
training data.
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2 State of the Art

There are many approaches towards grasping unknown objects. In the classical
approach, the manipulator is pre-programmed with the object position. But
this method will only work in an environment where the process is repetitive. In
industries using robot manipulators, the manipulation path is recorded as multiple
way-points to reach a goal and this recorded motion is repeated continuously for
a particular process. This is usually easy for industrial robot manipulators as the
processes in the manufacturing industries are usually repeating cycles. On the
other hand the situation is much di erent in the case of service robots where a
single robot is used to perform multiple di erent tasks. In this case there is a
decision making process that needs to be dealt with. Due to this reason, a generic
motion planner has to be used such as the planners provided in ROS Movelt.

2.1 Previous Work

Since this thesis covers grasping unknown objects, this section covers various
approaches taken towards the grasping problem in recent years, speci cally the
approaches that involve machine learning techniques. The approaches are cov-
ered in a chronological order. Machine learning techniques have been used for
robot manipulation tasks from as far back as the 1990s. But recent developments
in machine learning and deep learning algorithms has improved the results of
applying the same on robotic manipulation tasks. Jeannette Bohg and Danica
Kragic in 2010 have used a vision based grasp predictor using supervised learn-
ing [JD10]. They have used several image examples as a training set to achieve
this. In 2014, Pavol Bezak, Pavol Bozek and Yuri Nikitin trained a deep learning
network that develops a hand-object contact model to achieve successful grasping
[PPY14] . In 2015, lan Lenz, et al., created a deep learning neural network for
vision based robotic grasp detection [IAH15] . In 2017, Sergey Levine et al., used
a deep learning technique trained with extensive data collection to learn hand-eye
coordination [SPAD17]. There are many researchers using similar vision based
learning for grasping objects. In 2018, Konstantinos Bousmalis et al., used sim-
ulation based training using a dataset of over 25,000 trials to achieve successful
grasping [KAPel18]. Abhijit Makhal, et al., created a grasping method that relies
on real-time superquadric (SQ) representation of partial view objects and incom-
plete object modelling, well suited for unknown symmetric objects in cluttered
scenarios [AFA18]. Also Gary M. Bone et al., used a wrist mounted camera to
capture images of target object from di erent angles to get a 3D vision based
model to predict successful grasps [GAM18]. Philipp Schmidt et al., use a vision
based neural network that predicts a single valid grasp from the depth image
[PNMT18] (Figure 2).
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Figure 2: Sample grasps from a Vision based grasping neural network

Tianjian Chenland and Matei Ciocarlie made an algorithm for grasping unknown
objects using proprioception, the combination of joint position and torque sensing
[TM18]. Igor Chernov and Wolfgang Ertel used neural networks to t cuboids in
the depth image of the target object creating generic grasping orientations [I\W18]
(Figure 3). On a similar note, Qujiang Leia, Guangming Chen et al., created a
fast grasping algorithm that ts C sections on the target object to de ne grasps
[QGJIM18] (Figure 4).
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Figure 3: Fitting cuboids on objects
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Figure 4: Fitting C sections on objects

In 2019, Sauvet Bruno, Levesque Francois, Park SeungJae, et. al. created a three
step algorithm to grasp unknown objects from a random pile [SLP*19]. The
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